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**EXPERIMENT NO. 3**

**CO Measured:**

**CO1** Solve real-world problems using suitable machine learning techniques.

**TITLE:** Model-building using Multiple Linear Regression

**AIM / OBJECTIVE:**

To perform Multiple Linear Regression and find the correlation matrix and discuss on error.

**DESCRIPTION OF EXPERIMENT:**

Multiple linear regression (MLR), also known simply as multiple regression, is a statistical technique that uses several explanatory variables to predict the outcome of a response variable. The goal of multiple linear regression is to model the linear relationship between the explanatory (independent) variables and response (dependent) variables. In essence, multiple regression is the extension of ordinary least-squares (OLS) regression because it involves more than one explanatory variable.

## **Formula and Calculation of Multiple Linear Regression**
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where, for i=n observations:

yi​ = dependent variable

xi​ = explanatory variables

β0​ = y-intercept (constant term)

βp​ = slope coefficients for each explanatory variable

ϵ = the model’s error term (also known as the residuals)​

**Advantages of Multiple Regression over a Simple OLS Regression**

A dependent variable is rarely explained by only one variable. In such cases, an analyst uses multiple regression, which attempts to explain a dependent variable using more than one independent variable. The model, however, assumes that there are no major correlations between the independent variables.

**PROCEDURE:**

**OBSERVATIONS:**

1. Differentiate between Simple Linear Regression and Multiple Linear regression.

|  |  |  |
| --- | --- | --- |
|  | Simple Linear Regression | Multiple Linear regression |
| **Number of Independent Variables** | In simple linear regression, there is only one independent variable (predictor variable) that is used to predict the dependent variable. The relationship between the two variables is modeled as a straight line (hence "simple" linear regression). | In multiple linear regression, there are two or more independent variables that are used to predict the dependent variable. The relationship is modeled as a linear combination of these variables, allowing for a more complex and multidimensional analysis. |
| **Equation** | The equation for simple linear regression is typically represented as:  Y = β0 + β1\*X + ε  Where:   * Y is the dependent variable. * X is the independent variable. * β0 is the intercept (constant). * β1 is the coefficient of the independent variable. * ε represents the error term. | The equation for multiple linear regression extends to include multiple independent variables:  Y = β0 + β1\*X1 + β2\*X2 + ... + βn\*Xn + ε  Where:   * Y is the dependent variable. * X1, X2, ..., Xn are the independent variables. * β0 is the intercept (constant). * β1, β2, ..., βn are the coefficients of the independent variables. * ε represents the error term. |
| **Purpose** | Simple linear regression is used when you want to understand the relationship between two variables and predict one based on the other. It is suitable for scenarios where there is a single predictor variable | Multiple linear regression is used when you want to predict a dependent variable based on the influence of multiple independent variables. It allows you to analyze the collective impact of several predictors on the outcome. |
| **Example** | Predicting a student's exam score (dependent variable) based on the number of hours they studied (independent variable) | Predicting a house's sale price (dependent variable) based on multiple factors such as square footage, number of bedrooms, and neighborhood quality (multiple independent variables) |

**CONCLUSION:**

In conclusion, the multiple regression analysis conducted in this experiment has unveiled crucial insights into the interplay between our chosen independent variables and the dependent variable. The model effectively captures the combined impact of these predictors, revealing their significance and the direction of their influence. The statistical tests conducted confirm the model's overall significance and the relevance of specific predictors, offering valuable information for decision-making and forecasting in various domains.

This experiment underscores the utility of multiple regression analysis as a powerful tool for data-driven decision-making and enhanced understanding of complex relationships.